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Abstract
A three- dimensional (3D) visualization of disaster scenes 
based on mobile virtual reality (VR) can improve the ap-
plication scenarios and emergency service capabilities of 
traditional 3D visualization of disaster scenes. Because 
a smartphone needs to be placed into a mobile head- 
mounted display, conventional touch scene interaction 
cannot be used by mobile VR, and the user's gaze usually 
serves as the default scene interaction method. However, 
the existing gaze- based interaction methods for mobile VR 
scenes are passive scene interaction methods and cannot 
meet the basic interaction requirement for actively roam-
ing through and exploring large- scale and large- space dis-
aster scenes. Therefore, this study focuses on gaze- based 
mobile VR interactions to satisfy the various interaction re-
quirements of large- scale and large- space disaster scenes. 
First, a dynamic user interface (UI) generation method for 
gaze interaction in large- scale and large- space disaster 
scenes is proposed to solve the problem of the active ex-
ploration of mobile VR disaster scenes. Second, disaster 
scene exploration and disaster information query methods 
based on a dynamic UI and gaze are proposed. Finally, using 
a flood disaster as an example, a prototype system and as-
sociated experiments are discussed. As indicated by the 
experimental results, the gaze- based mobile VR interaction 
methods addressed in this study can effectively support 

https://orcid.org/0000-0002-1330-4543
mailto:
mailto:vgewilliam@my.swjtu.edu.cn


    |  1281ZHANG et Al.

1  | INTRODUC TION

Disasters often lead to many casualties and a large amount of property loss (Liu et al., 2017; Patel & Srivastava, 2013; 
Shultz & Galea, 2017; Skakun, Kussul, Shelestov, & Kussul, 2014; Yin, Wang, Zhang, Yan, & Wei, 2017). Virtual 
geographic environments (VGEs) can be described as a kind of digital geographic environment generated by com-
puters and related technologies that users can use to experience and recognize complex geographic systems 
and further conduct comprehensive geographic analyses (Chen & Lin, 2018). Disaster VGEs, namely a three- 
dimensional (3D) visualization of disaster scenes, can directly display the current, past, and future conditions 
of a disaster area and provide intuitive information support and decision- making analysis functions for all kinds 
of personnel related to disaster emergencies (Guo et al., 2020; Li et al., 2019, 2020, 2021; Zhang et al., 2019, 
2020). It is of great significance to mitigate the potential adverse effects caused by disasters. At present, much 
work has been conducted in this field. According to the hardware system used, these works can be divided into 
two main categories, namely, personal computer (PC)- based 3D visualization of disaster scenes (Catulo, Falcão, 
Bento, & Ildefonso, 2018; Cheng, Chen, & Cao, 2019; Li, Li, Chen, Zheng, & Liu, 2018; Lu, Yang, Xu, & Xiong, 2020; 
Redweik, Teves- Costa, Vilas- Boas, & Santos, 2017; Winkler, Zischg, & Rauch, 2018; Wu et al., 2019; Zhi, Liao, Tian, 
Wang, & Chen, 2019) and PC virtual reality (VR)- based 3D visualization of disaster scenes (Feng, González, Amor, 
et al., 2020; Feng, González, Trotter, et al., 2020; Fujimi & Fujimura, 2020; Jacquinod & Bonaccorsi, 2019; Lin, Cao, 
& Li, 2020; Mossel et al., 2021; Tibaldi et al., 2020; Wang, Hou, Miller, Brown, & Jiang, 2019). The 3D visualization 
of disaster scenes based on PC VR has a stronger sense of immersion and can give people a more immersive ex-
perience. However, since 3D disaster visualizations on the basis of PC and PC VR systems are performed indoors, 
these two kinds of work show an obvious lack of mobility, especially the 3D visualization of disaster scenes based 
on PC VR, so existing research on the 3D visualization of disaster scenes cannot satisfy the requirements for 
outdoor 3D visualization of disaster scenes. Due to the urgency and scientificity of disaster emergency responses, 
all types of emergency personnel in different locations (especially outdoor emergency response personnel) need 
to perceive and recognize disaster environments faster and better, which will require more mobile and immersive 
visualizations of 3D disaster scenes.

With the development of smartphones, mobile head- mounted displays (HMDs), and the mobile internet, mobile 
VR has gradually entered people's lives (Jeong & Kim, 2016; Powell, Powell, Brown, Cook, & Uddin, 2016). Through mo-
bile VR, users can become immersed in a virtual environment, regardless of where they actually are (Han & Kim, 2017; 
Kim, Choi, Chang, & Kim, 2020). Thus, mobile VR realizes the integration of immersion and mobility. Currently, there 
are three main types of mobile VR: (1) ordinary smartphones plus low- priced mobile HMDs; (2) specific brands of high- 
performance smartphones plus specific mobile HMDs, such as Samsung's flagship smartphones plus Gear VR; and 
(3) more expensive all- in- one machines, which include only mobile HMDs and no smartphone, such as Oculus Quest 
2 launched by Oculus in September 2020 (Reality Labs, 2020). Among the three types of mobile VR, the first type is 
undoubtedly the best in terms of universality, because it does not require the brand and performance of smartphones, 
and corresponding mobile HMDs are still very cheap. For mobile VR to play a role in disaster emergency response, 
mobile VR must first have good universal applicability. For this reason, the mobile VR mentioned in this study refers to 
the first type of mobile VR, that is, an ordinary smartphone placed into a cheap mobile HMD.

users in actively roaming through and exploring large- scale 
and large- space disaster scenes, disaster simulation analy-
sis, and the interactive querying of disaster information 
within mobile VR, making the effective interaction of mo-
bile VR disaster scenes possible.
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1282  |    ZHANG et Al.

Since mobile VR is both mobile and immersive, it is of great significance to study the 3D visualization of disas-
ter scenes based on mobile VR. Obviously, the 3D visualization of disaster scenes based on mobile VR can enhance 
the mobility and immersion of the traditional 3D visualization of disaster scenes and can improve the application 
scenarios and emergency service capabilities of the traditional 3D visualization of disaster scenes.

However, the 3D visualization of disaster scenes based on mobile VR faces many challenges (Hu, Zhu, Li, 
Zhang, Hu, et al., 2018), and scene interaction is one of them. Because a smartphone needs to be placed into a 
mobile HMD, conventional touch scene interaction cannot be used by mobile VR. At present, mobile VR mainly 
involves the following four scene interaction modes: (1) using gaze to achieve scene interaction, such as mobile 
VR video playback (Powell et al., 2016), object selection on a table (Kim, Lee, Jeon, & Kim, 2017), card selection 
in a game (Han & Kim, 2017), and menu selection in a scene (Huang et al., 2019); (2) toggling a magnet button 
to achieve scene interaction, such as the start and stop of scene roaming (Powell et al., 2016) or the reset of the 
user viewpoint (Kim, Lee, Kim, Song, & Lee, 2020); (3) using handheld interactive devices (such as a game handle, 
Bluetooth handle, or joystick) to achieve scene interaction, such as the use of a gamepad to move one user's po-
sition (Shen, Liu, Zheng, & Cao, 2019), the use of Samsung Gear VR and a Bluetooth controller to achieve scene 
interaction (Levin, Shults, Habibi, An, & Roland, 2020), and the use of a mini joystick for forward/backward move-
ment along a fixed path (Powell et al., 2016); and (4) using virtual gestures to achieve scene interaction, such as 
the direct integration of a motion control device (e.g. Leap Motion controller) on a mobile HMD to indicate playing 
cards and object selection in card games (Han & Kim, 2017), or navigating a scene and interacting with scene 
objects with the help of a Leap Motion controller worn on the wrist (Park & Lee, 2019). Compared with other 
methods, gaze interaction does not require additional input devices and has become the default scene interaction 
method for most mobile VR applications (Kim, Lee, Jeon, & Kim, 2017). Therefore, it can be more widely used 
in mobile VR disaster scene interaction. In view of this, this study only discusses gaze- based mobile VR disaster 
scene interaction methods.

The premise of gaze interaction is that the user must be able to see clearly or see the interaction object. The 
existing gaze- based interaction methods for mobile VR scenes mainly enable the selection of objects and menus 
in a small- scale and small- space scene and the movement of a user in a virtual scene. The selection of objects or 
menus in small- scale and small- space scenes based on gaze involves fixing a user's point of view in a certain place; 
by changing the direction of their line of sight, the user can see clearly all fixed objects or menus in the small- scale 
and small- space scene and then gaze at them to achieve scene interaction. This scene interaction method is used 
by most mobile VR applications, such as mobile VR video playback (Powell et al., 2016) and card games (Han & 
Kim, 2017). Gaze- based user movement refers to changes in user location along a fixed path for the roaming ex-
ploration of scenes (Atienza, Blonna, Saludares, Casimiro, & Fuentes, 2016), that is, by gazing at the preset scene 
interaction object to change the user's position to the preset position.

Existing gaze- based mobile VR scene interaction is passive, fixing the user's point of view position or allow-
ing changes in the user's position only along a fixed path. This approach is not conducive to the user's active 
exploration of a scene. However, disaster scenes are usually large- scale and large- space geographic scenes, 
and the active roaming exploration of such scenes is considered to be a basic scene interaction requirement. 
For instance, users should be able to change their location without restrictions on their ability to translate, 
rotate, and zoom into a scene to promptly perceive and recognize macroscopic and microscopic disaster in-
formation, such as the scope of a disaster and the damage to a house. The existing gaze- based method for 
changing a user's position is to change the user's position to a preset position by gazing at a preset scene 
interaction object. This method will have the following two problems in large- scale and large- space disaster 
scenes: (1) users usually cannot see the preset scene interaction objects and are unable to interact (even if 
users can be fixed close to the scene interaction objects, it is still difficult to see the scene interaction objects 
in large- scale and large- space disaster scenes as the user's line of sight direction can change at will); and (2) 
even if a user can occasionally see the preset scene interaction object, if the gaze interaction takes the user to 
the preset position, it does not meet the requirement that the user needs to change his position unrestricted 
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    |  1283ZHANG et Al.

in the disaster scene, and if the user's position changes freely according to his/her interaction (such as zooming 
out the scene), the user usually cannot see the preset scene interaction objects, which makes it impossible 
to further interact with the scene. Undoubtedly, the existing gaze- based interaction methods for mobile VR 
scenes cannot meet the basic interaction requirement for actively roaming through and exploring large- scale 
and large- space disaster scenes in mobile VR.

In addition to basic scene roaming exploration, mobile VR disaster scenes require other interaction capa-
bilities, such as the ability to support interactive disaster information querying and disaster simulation control. 
Because of these scene interaction requirements, this study examined gaze- based mobile VR scene interaction 
methods for large- scale and large- space disaster scenes. The remainder of this article is organized as follows. 
Section 2 describes the gaze- based mobile VR interaction methods for large- scale and large- space disaster scenes. 
In Section 3, a prototype system is introduced, and gaze- based mobile VR disaster scene interactions supported 
by this prototype system are demonstrated. The conclusions of this study are given in Section 4, together with 
discussions on its contributions and future work plans.

2  | METHODOLOGY

2.1 | Overall framework

The overall framework of this article, as shown in Figure 1, consists of two parts. First, a dynamic user interface 
(UI) generation method is proposed to generate dynamic UIs perpendicular to a user's line of sight so that the user 
can clearly see the interaction objects in large- scale and large- space disaster scenes. On the premise that a user 
can clearly see these interaction objects, the user gazes at an interaction object. Then, the interaction object being 
gazed at is determined, and the corresponding interaction object function is triggered to achieve scene interac-
tion. Second, diverse representation and adaptive scheduling of disaster scene data are carried out to build mobile 
VR disaster scenes. For detailed construction and optimization methods of mobile VR disaster scenes, refer to Hu, 
Zhu, Li, Zhang, Zhu, et al. (2018). Then, based on a dynamic UI and gaze, the interaction of large- scale and large- 
space disaster scenes, such as active scene roaming exploration, disaster routing simulation control, and interac-
tive disaster information queries, can be realized.

2.2 | Dynamic UI generation method for disaster scene interaction

In a VR scene, the traditional keyboard/mouse human– computer interaction mode based on a two- dimensional 
interface is no longer applicable, and users look forward to simple and natural interaction modes. Gaze interaction 
considers the characteristics of a human eye's field of view and head swing. This interaction refers to emitting 
a ray from the center of a user's line of sight vertically forward (Han & Kim, 2017). The ray direction represents 
the gaze direction, and the front end of the ray uses a point (i.e. the gaze point) as a mark. When the ray or gaze 
direction intersects an object in a virtual 3D scene, an event associated with the object is triggered to achieve 
scene interaction.

As mentioned in the Introduction, existing gaze- based interaction methods for mobile VR scenes cannot meet 
the basic interaction requirement for actively roaming through and exploring large- scale and large- space disaster 
scenes in mobile VR. To effectively solve the problems faced by gaze interaction in large- scale and large- space 
disaster scenes, this study proposes a dynamic UI generation method for mobile VR disaster scenes. In a certain 
plane perpendicular to a user's line of sight at a relatively short distance from the user, this method dynamically 
creates various scene interaction UIs to ensure that the user can clearly see these UIs and gaze. The principle of 
the method includes the following three parts: (1) specifying the UI position in the camera coordinate system (i.e. 
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1284  |    ZHANG et Al.

the eye coordinate system); (2) converting the camera coordinates to world coordinates to create UI objects; and 
(3) judging the UI that a user is gazing at. These parts are introduced separately below.

2.2.1 | Specifying the UI position in the camera coordinate system

In a plane (denoted P) perpendicular to the negative z axis (this axis represents a user's line of sight direction) in the 
camera coordinate system, the 3D camera coordinates of each node of a UI object and the 3D camera coordinates 
of the central point of a UI object are specified, as shown in Figure 2.

The 3D camera coordinates of each node of a UI object are marked VA- 1- C, VA- 2- C, and VA- 3- C, where V denotes 
the node; A represents the UI object; 1, 2, and 3 represent the first, second, and third nodes of the UI object, 
respectively; and C represents the camera coordinates. The 3D camera coordinates of the central point of a UI 
object are marked AC and BC, where A and B represent UI objects and C represents the camera coordinates. The 
plane P is expressed as:

Here, (A,B,C) represents the normal vector of plane P, where a user's line of sight or the negative z axis of the 
camera coordinate system is used to represent the normal vector of plane P; and (x0,y0,z0) represents a known 
point on plane P, where the intersection point of plane P and a user's line of sight is used to represent the known 
point on plane P.

(1)A(x − x0) + B(y − y0) + C(z − z0) = 0

F I G U R E  1 Overall framework
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    |  1285ZHANG et Al.

2.2.2 | Converting the camera coordinates to world coordinates to create UI objects

The 3D camera coordinates (e.g. VA- 1- C, VA- 2- C, VA- 3- C) of each node of each UI object are transformed using the 
camera inverse view transformation to obtain the 3D coordinates of these nodes in the world coordinate system 
(expressed as VA- 1- W, VA- 2- W, VA- 3- W, …, where V represents the node; A represents the UI object; 1, 2, and 3 repre-
sent the first, second, and third nodes of the UI object, respectively; and W represents the world coordinates). 
This transformation is described by:

In the above formula, C represents the camera coordinates, W represents the world coordinates, 
and CameraInverseViewMatrix is a 4 × 4 matrix representing the camera inverse view transformation. 
CameraInverseViewMatrix is the inverse matrix of the camera view matrix CameraViewMatrix:

In the above formula, D is the positive z- axis direction in the camera coordinate system, which is just the op-
posite of a user's line of sight; U is the direction of the positive y axis in the camera coordinate system, that is, the 
upward direction of the camera; R is the positive x- axis direction in the camera coordinate system, which can be 
calculated by the cross product of D and U; and M represents the position of the camera in the world coordinate 
system.

(2)
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F I G U R E  2 Schematic diagram of the specified UI position in the camera coordinate system
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1286  |    ZHANG et Al.

The 3D world coordinates (e.g. VA- 1- W, VA- 2- W, and VA- 3- W) obtained by coordinate transformation are used to 
create UI objects in disaster scenes. Likewise, the 3D camera coordinates of the central point of each UI object 
(e.g. AC, BC) are transformed using the camera inverse view transformation to obtain the 3D coordinates of these 
central points in the world coordinate system (expressed as AW, BW, …, where A and B represent UI objects and W 
represents the world coordinates).

2.2.3 | Judging the UI that a user is gazing at

The intersection point between the user's new line of sight direction and plane P represented by Equation (1) is 
calculated when the user is in the gaze state. Additionally, the 3D world coordinates of this intersection point 
and the 3D world coordinates of the central points of each UI object (e.g. AW and BW) are used to determine the 
UI object at which the user is gazing. Thus, the corresponding UI object function is triggered to achieve disaster 
scene interaction, as shown in Figure 3.

Using this dynamic UI generation method can maximize convenience for users to gaze, thereby effectively 
realizing disaster scene interaction. To illustrate the gaze- based interaction process of large- scale and large- space 
disaster scenes within mobile VR, this study also designed a multilevel virtual UI for mobile VR disaster scenes, as 
shown in Figure 4. Each level of UI in Figure 4 can be generated using the dynamic UI generation method intro-
duced above.

First, when a user's head exhibits some action, such as lowering the head to a certain angle, the startup UI will 
appear around the user's line of sight. Then, the user can gaze at the startup UI to dynamically create a second- 
level UI in a plane perpendicular to the user's line of sight. This interface includes a scene roaming UI, a scene 
query UI, a scene simulation analysis UI, and a closing UI. When the user gazes at these UIs, the scene will react 
accordingly. For example, when the user gazes at the zoom UI, the scene will perform a zoom operation. When 
the user gazes at the scene simulation analysis UI, the third- level UI will appear. After the third- level UI appears, 
the user can gaze at the corresponding UI to perform the scene simulation analysis function. For example, when 

F I G U R E  3 Schematic diagram of gaze and judging the UI being gazed at
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    |  1287ZHANG et Al.

the user gazes at the startup UI, simulation information will appear in the scene. Finally, the user can gaze at the 
closing UI in the second-  and third- level UIs to close the UI. After the UI is closed, the user can repeat the above 
process and interact with the scene again.

2.3 | Gaze- based interaction with disaster scenes within mobile virtual reality

Unlike simple interaction modes such as the selection of objects and menus in a small- scale and small- space scene 
and the movement of a user in a virtual scene (Atienza et al., 2016; Powell et al., 2016; Han & Kim, 2017; Kim 
et al., 2017), interaction with mobile VR disaster scenes also requires active roaming exploration and query analy-
sis. The following subsections briefly introduce the gaze- based scene roaming exploration method and disaster 
information query method.

2.3.1 | Gaze- based disaster scene exploration method

The gaze- based interactive exploration of disaster scenes requires a user to bow their heads (down to a certain 
angle, such as 20°) to trigger the generation of dynamic UI objects, then the user can interact with the VR disaster 
scenes by gazing at these dynamic UI objects. Common mobile VR scene interaction exploration includes active 

F I G U R E  4 A multilevel virtual user interface for mobile VR disaster scenes
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1288  |    ZHANG et Al.

scene roaming exploration, bird's- eye view, fixed path roaming, scene mobile roaming, etc. The gaze- based disas-
ter scene exploration method is shown in Figure 5.

Active scene roaming exploration refers to gaze at the dynamic interactive UI to implement operations such as 
translation, rotation, and zooming of disaster scenes. Bird's- eye view refers to browsing the disaster scenes from 
a fixed position and perspective at high altitude to quickly perceive the global information of the disaster scenes. 
Fixed path roaming refers to the user's interactive roaming in the scene according to a preset path and camera 
posture. Scene mobile roaming refers to the realization of scene mobile roaming exploration at low altitude with 
the gaze direction as the forward direction.

2.3.2 | Gaze- based disaster information query method

Disaster information is the truest reflection of a disaster situation. Roaming exploration of disaster scenes can-
not be used to deeply understand the disaster situation, but an interactive query of disaster information can help 
users understand disaster situations in depth and enhance users’ comprehensive and in- depth understanding of 
disaster scenes. For mobile VR disaster scenes, users can query disaster information, such as information on the 
disaster itself, damage to buildings, and disaster assessment results, through gaze- based interaction methods. The 
gaze- based disaster information query method is shown in Figure 6.

First, the system should determine whether the user is gazing and whether the user's line of sight intersects 
with the disaster scene if the user is gazing. Then, the point of intersection should act as the center to find scene 
objects, such as buildings, roads, or some schematic symbols, within a certain range of the point of intersection 
if the user's line of sight intersects the scene. If there are scene objects within a certain range of the point of 
intersection, then the attribute information of the scene objects is displayed, including the information reflecting 
the disaster itself (such as the disaster scope, disaster level, and occurrence time), building damage information 
(such as the building damage degree and damaged area), statistical information (such as casualties and economic 
property losses), disaster assessment and analysis information (such as disaster causes and disaster impact), and 
emergency plans. This attribute information can be stored and managed through a database, such as the SQL 
Server database.

F I G U R E  5 Gaze- based disaster scene exploration method
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3  | IMPLEMENTATION OF THE PROTOT YPE SYSTEM AND SCENE 
INTER AC TION ANALYSIS

Floods are the most common natural disasters (Hu, Zhu, Li, Zhang, Zhu, et al., 2018; Wallemacq, 2018). Therefore, 
this study uses a flood disaster as an example to illustrate the gaze- based interaction method for large- scale and 
large- space disaster scenes within mobile VR.

3.1 | Implementation of the prototype system

Considering the weak storage and processing ability of smartphones, the prototype system was constructed with a 
browser/server (B/S) architecture to exploit high- performance servers to store and process a large amount of data in-
volved in disaster scene construction and avoid the need for users to download and frequently update specific applica-
tion (APP) programs under the client/server (C/S) architecture (Hu, Zhu, Li, Zhang, Zhu, et al., 2018). The network server 
of the prototype system was built by Node.js v8.12.0, storing the data involved in the construction of disaster scenes. 
In addition, the server uses the SQL Server database to store the attribute information involved in a disaster informa-
tion query. Cesium, HTML5, and JavaScript were used to implement the browser side of the prototype system. Cesium 
was utilized because it is a popular open- source library for 3D virtual globes and adequately supports stereoscopic 
rendering and dynamic visualization of cross devices and cross platforms without plugins (Cesium, 2021). The experi-
ments were conducted in a flood dam failure area (Zhu et al., 2015). The experimental area is approximately 244.72 km2 
(18.4 × 13.3 km). The experimental data include terrain data, house data, flood routing simulation data and attribute 
data. Their expression form and data volume are shown in the literature (Hu, Zhu, Li, Zhang, Zhu, et al., 2018). Browsers 
supporting WebGL and HTML5 (e.g., Chrome and Firefox) could be used to run the prototype system. The visual effect 
that was realized by the prototype system on the Chrome browser of a smartphone is presented in Figure 7.

3.2 | Scene interaction

In this study, the method described above is used to realize the interaction of mobile VR flood disaster scenes 
based on gaze, including scene roaming exploration, flood routing simulation control, and the interactive query of 
flood disaster information, which are introduced separately below.

F I G U R E  6 Gaze- based disaster information query method
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3.2.1 | Scene roaming exploration

The Open button appears when a user wears a mobile HMD and tilts his/her head down more than 20°; the cor-
responding stereo rendering is shown in Figure 8. The red dot above the Open button in Figure 8 is the gaze point. 
When the user gazes at the Open button (the gaze effect is shown in Figure 9a), the scene roaming exploration 
menu will appear, as shown in Figure 9b.

The scene roaming exploration menu contains some functions for exploring a 3D flood scene (e.g., panning, 
rotation, zooming, and jumping to the preset scene view of the prototype system). The menu consists of 14 menu 
items, which appear along two rows. The functions of the first row (from left to right) are zooming in, zooming out, 
panning left, panning right, panning up, panning down, and returning to the preset scene view of the prototype 
system. The functions of the second row (from left to right) are rotating to the left, rotating to the right, rotating 
upwards, rotating downwards, querying interactive flood information, opening the flood routing simulation menu, 
and closing the scene roaming exploration menu. A user should only have to gaze at a menu item to activate the 
corresponding function. For instance, the camera will return to the system's preset position and orientation when 
a user gazes at the “Reset” menu item; the preset scene view is shown in Figure 9c. The effect of zooming out of 
a scene after a user has continuously gazed at the zoom- out menu item from the preset scene view is shown in 
Figure 9d.

3.2.2 | Flood routing simulation control

The flood routing simulation control menu will appear when a user gazes at the “Simulation” menu item on the 
scene roaming exploration menu, as shown in Figure 10a. The menu comprises six menu items. The functions 
(from left to right) are starting flood routing, pausing flood routing, continuing flood routing, ending flood routing, 
roaming along the flood routing route, and turning off the flood routing simulation control menu. The effect of 
flood routing is shown in Figure 10b.

F I G U R E  7 Screenshot of the prototype system on a smartphone
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3.2.3 | Interactive query of flood disaster information

The scene roaming exploration menu will disappear when a user gazes at the “FloodInfo” menu item on the scene 
roaming exploration menu. Subsequently, the user can gaze at a house in a 3D flood scene (the gaze effect is 
shown in Figure 11a), and the system will show the flood information around the house. As shown in Figure 11b, 
the house gazed at by a user turns blue, and the system indicates that the house is flooded for over 30 hr.

3.3 | User experience analysis

We recruited 60 participants to experience the prototype system, including 30 males and 30 females, aged be-
tween 20 and 30 years old, including undergraduate, postgraduate, and doctoral students. All of them have a GIS 
technological background but no experience with the existing mobile VR applications. Participants used their own 
smartphones and the Baofeng Mojing CC HMD (Beijing, China), a cheap mobile HMD, to experience the prototype 
system. The experience was performed in a wireless Wi- Fi network environment with a bandwidth of 20 Mbps, 
and the prototype system was run using the Chrome browser on iOS and Android smartphones.

To avoid any influence of the experience sequence on the results, the 60 participants were randomly divided 
into Groups A and B (30 participants in each group). Group A first experienced the mobile VR flood disaster scene 
with the existing gaze interaction methods (that is, a user looks at scene interaction objects to achieve scene 
interaction at a fixed position or changes the user's position to the preset position by gazing at the preset scene 
objects) and then experienced the mobile VR flood disaster scene with the interaction method proposed in this 
article, while group B experienced the mobile VR flood scenes in the reverse order. When using the existing gaze 
interaction method, we added some fixed- position scene interaction objects or menus at prominent positions 
(such as the top of a mountain) of the scene, such as the start flood routing symbol and moving position symbol, as 
shown in Figure 12. When participants experience the mobile VR flood disaster scene with the interaction method 
proposed in this article, the following tasks need to be completed:

F I G U R E  8 The Open button appears when a user tilts his/her head down at a certain angle

 14679671, 2022, 3, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/tgis.12914 by Southw

est Jiaotong U
niversity, W

iley O
nline L

ibrary on [12/05/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



1292  |    ZHANG et Al.

1. Perform flood disaster scene roaming.
2. Conduct flood routing simulation control.
3. Perform flood disaster information query.

F I G U R E  9 Some monocular rendering screenshots about the scene roaming exploration: (a) gazing at the 
Open button; (b) scene roaming exploration menu; (c) preset scene view of the prototype system; and (d) effect 
of zooming out of a scene after a user has continuously gazed at the zoom- out menu item from the preset scene 
view
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After a brief explanation of the prototype system, participants experienced the prototype system to complete 
the above tasks. After each participant experienced the prototype system, they completed a questionnaire, which 
included the following items.

• Q1 When experiencing a large- scale and large- space mobile VR disaster scene with the existing gaze interac-
tion methods (that is, a user looks at scene interaction objects to achieve scene interaction at a fixed position 
or changes the user's position to the preset position by gazing at the preset scene objects)— so without the 
interaction method proposed in this article— a HMD user will face the following two situations: (1) he or she 
usually cannot see the preset scene interaction objects, can only aimlessly change the direction of the line of 
sight at a fixed point of view, and cannot perform effective scene interaction; and (2) he or she seldom sees the 
preset scene interaction objects (such as the moving position symbol), and after gazing and interacting with the 
moving position symbol, even if the user's position is changed to the preset position, the user usually cannot 
see the surrounding preset scene interaction objects in a large- scale and large- space disaster scene (equivalent 
to the first case), resulting in the failure of effective scene interaction.

• Q2 When experiencing a large- scale and large- space mobile VR disaster scene with the interaction method 
proposed in this article, a HMD user can perform efficient scene roaming.

• Q3 When experiencing a large- scale and large- space mobile VR disaster scene with the interaction method 
proposed in this article, a HMD user can carry out flood evolution simulation control.

• Q4 When experiencing a large- scale and large- space mobile VR disaster scene with the interaction method 
proposed in this article, a HMD user can conveniently query flood disaster information.

• Q5 Based on the interaction method proposed in this article, it is easy to use the prototype system.
• Q6 Based on the interaction method proposed in this article, the prototype system is of good practical use in 

disaster emergency situations.
• Q7 When experiencing a large- scale and large- space mobile VR disaster scene with the interaction method 

proposed in this article, I don't feel motion sickness.

F I G U R E  1 0 Some monocular rendering screenshots about the flood routing simulation control: (a) flood 
routing simulation control menu; and (b) effect of flood routing
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These were answered using a seven- point Likert scale (Noguera, Barranco, Segura, & Martínez, 2012), where 
7 means “strongly agree,” 4 means a neutral opinion, and 1 means “strongly disagree.” At the end of the exper-
iment, a total of 60 questionnaires were collected. There were 30 valid questionnaires in Group A and 29 valid 
questionnaires in Group B, totaling 59 valid questionnaires. A statistical analysis of the questionnaire results is 
shown in Table 1.

The answer to the first question shows that the participants unanimously agreed that in a large- scale and 
large- space disaster scene, using the existing gaze interaction method, a user cannot interact effectively with 
the scene (Q1, mean = 7.00, minimum value = 7). This also illustrates the necessity of conducting research on 
the interaction method proposed in this article. When participants experience the mobile VR flood disaster 
scene using the interaction method proposed in this article, they believe that the prototype system can per-
form efficient scene roaming (Q2, mean = 6.53, minimum value = 6), can perform flood evolution simulation 
control (Q3, mean = 6.66, minimum value = 6), and can facilitate flood disaster information querying (Q4, mean 
= 6.37, minimum value = 5). In the process of scene interaction, participants felt that it was easy to clearly see 
the interaction objects and gaze in a large- scale and large- space disaster scene. Therefore, they believe that 
the prototype system is easy to use (Q5, mean = 6.03, minimum value = 5). Participants also feel that when 
using the prototype system, there is no need to resort to additional equipment (such as interaction devices), 
and they only need to use their own smartphones and cheap mobile headsets to experience immersive disas-
ter scenes. Therefore, they believe that the prototype system is of good practical use in disaster emergency 
situations (Q6, mean = 6.20, minimum value = 5). Since the frame rate of the disaster scene can be guaranteed 
to exceed 50 frames [a construction and optimization method of mobile VR disaster scenes from Hu, Zhu, Li, 
Zhang, Zhu, et al. (2018) is adopted], the participants do not feel obvious motion sickness (Q7, mean = 5.78, 
minimum value = 5).

From the above user experience, the gaze- based mobile VR disaster scene interaction method proposed in 
this article is feasible. In the prototype system, the active roaming exploration of large- scale and large- space flood 

F I G U R E  11 Some monocular rendering screenshots about the interactive query of flood disaster 
information: (a) effect of a user gazing at a house (as shown in the red frame); and (b) flood information 
pertaining to the blue house
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    |  1295ZHANG et Al.

disaster scenes, flood evolution simulation control, and flood disaster information interactive queries are effec-
tively realized, making the effective interaction of mobile VR disaster scenes possible.

4  | CONCLUSIONS AND FUTURE WORK

We introduced a gaze- based mobile VR interaction method for large- scale and large- space disaster scenes. 
For large- scale and large- space disaster scenes, a dynamic UI generation method for gaze interaction was pro-
posed, and a gaze- based interaction mechanism for a mobile VR disaster scene was established. A prototype 
system was developed to realize the gaze- based active roaming exploration of large- scale and large- space 
disaster scenes, flood evolution simulation control, and flood disaster information interactive query, which 

F I G U R E  1 2 Some scene interaction objects with fixed positions (as shown in the red frame, note the start 
flood routing symbol on the left and the moving position symbol on the right)

TA B L E  1 Statistical analysis of questionnaire results

Question Mean
Standard 
deviation

Minimum 
value

Lower 
quartile Median

Upper 
quartile

Maximum 
value

Q1 7.00 0.00 7 7 7 7 7

Q2 6.53 0.50 6 6 7 7 7

Q3 6.66 0.47 6 6 7 7 7

Q4 6.37 0.75 5 6 7 7 7

Q5 6.03 0.80 5 5 6 7 7

Q6 6.20 0.84 5 5 6 7 7

Q7 5.78 0.78 5 5 6 6 7
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proved the effectiveness of the method proposed in this study. The main contributions of this study are de-
scribed as follows.

First, a dynamic UI generation method for gaze interaction in large- scale and large- space disaster scenes was 
proposed to solve the problem of the active exploration of mobile VR disaster scenes. Various scene interaction 
UI objects are dynamically created in a certain plane perpendicular to the user's line of sight at a relatively short 
distance from the user to ensure that the user can clearly see these UI objects and gaze at them to realize the 
effective interaction of large- scale and large- space disaster scenes in mobile VR mode.

Second, a gaze- based interaction mechanism for a mobile VR disaster scene was established. Gaze- based 
mobile VR disaster scene interactions were described, and the disaster scene exploration method and disaster 
information query method based on dynamic UI and gaze were proposed.

Finally, based on the Cesium open- source framework, a mobile VR prototype system for flood disaster immer-
sive exploration and interaction was developed. The prototype system can run on common smartphones. With 
the help of a smartphone and a cheap mobile HMD, a user can realize the immersive exploration of and interaction 
with a flood scene.

Despite the achievements described above, this article has some shortcomings. For example, only gaze in-
teraction is adopted, which requires time to wait for the end of the countdown or for users to confirm that the 
intersecting scene interaction object is the desired interaction object and users cannot immediately perform in-
teractions after gazing. Future work will explore the interaction method that combines gaze and voice for large- 
scale and large- space disaster scenes. Voice interaction is a very natural way of interaction. We can study the 
scene interaction method by combining voice and gaze. For example, after users gaze, the voice command sys-
tem can be used to indicate the immediate execution of the scene interaction to avoid unnecessary user waiting.

ORCID
Huixin Zhang  https://orcid.org/0000-0002-1330-4543 

R E FE R E N C E S
Atienza, R., Blonna, R., Saludares, M. I., Casimiro, J., & Fuentes, V. (2016). Interaction techniques using Head Gaze 

for virtual reality. In Proceedings of the 2016 IEEE Region 10 Symposium, Bali, Indonesia (pp. 110– 114). Piscataway, 
NJ: IEEE.

Catulo, R., Falcão, A. P., Bento, R., & Ildefonso, S. (2018). Simplified evaluation of seismic vulnerability of Lisbon 
Heritage City Centre based on a 3D GIS- based methodology. Journal of Cultural Heritage, 32, 108– 116. https://doi.
org/10.1016/j.culher.2017.11.014

Cesium. (2021). CesiumJS. Retrieved from https://cesiu mjs.org/
Chen, M., & Lin, H. (2018). Virtual geographic environments (VGEs): Originating from or beyond virtual reality (VR)? 

International Journal of Digital Earth, 11(4), 329– 333. https://doi.org/10.1080/17538 947.2017.1419452
Cheng, R. Z., Chen, J., & Cao, M. (2019). A virtual globe- based three- dimensional dynamic visualization method for gas 

diffusion. Environmental Modelling & Software, 111, 13– 23. https://doi.org/10.1016/j.envso ft.2018.09.019
Feng, Z., González, V. A., Amor, R., Spearpoint, M., Thomas, J., Sacks, R., … Cabrera- Guerrero, G. (2020). An immersive vir-

tual reality serious game to enhance earthquake behavioral responses and post- earthquake evacuation preparedness 
in buildings. Advanced Engineering Informatics, 45, 101118. https://doi.org/10.1016/j.aei.2020.101118

Feng, Z. N., González, V. A., Trotter, M., Spearpoint, M., Thomas, J., Ellis, D., & Lovreglio, R. (2020). How people make 
decisions during earthquakes and post- earthquake evacuation: Using verbal protocol analysis in immersive virtual 
reality. Safety Science, 129, 104837. https://doi.org/10.1016/j.ssci.2020.104837

Fujimi, T., & Fujimura, K. (2020). Testing public interventions for flash flood evacuation through environmental and social 
cues: The merit of virtual reality experiments. International Journal of Disaster Risk Reduction, 50, 101690. https://doi.
org/10.1016/j.ijdrr.2020.101690

Guo, Y., Zhu, J., Wang, Y. U., Chai, J., Li, W., Fu, L., … Gong, Y. (2020). A virtual reality simulation method for crowd 
evacuation in a multi- exit indoor fire environment. ISPRS International Journal of GeoInformation, 9, 750. https://doi.
org/10.3390/ijgi9 120750

Han, S., & Kim, J. (2017). A study on immersion of hand interaction for mobile platform virtual reality contents. Symmetry, 
9, 22. https://doi.org/10.3390/sym90 20022

 14679671, 2022, 3, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/tgis.12914 by Southw

est Jiaotong U
niversity, W

iley O
nline L

ibrary on [12/05/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://orcid.org/0000-0002-1330-4543
https://orcid.org/0000-0002-1330-4543
https://doi.org/10.1016/j.culher.2017.11.014
https://doi.org/10.1016/j.culher.2017.11.014
https://cesiumjs.org/
https://doi.org/10.1080/17538947.2017.1419452
https://doi.org/10.1016/j.envsoft.2018.09.019
https://doi.org/10.1016/j.aei.2020.101118
https://doi.org/10.1016/j.ssci.2020.104837
https://doi.org/10.1016/j.ijdrr.2020.101690
https://doi.org/10.1016/j.ijdrr.2020.101690
https://doi.org/10.3390/ijgi9120750
https://doi.org/10.3390/ijgi9120750
https://doi.org/10.3390/sym9020022


    |  1297ZHANG et Al.

Hu, Y., Zhu, J., Li, W. L., Zhang, Y. H., Hu, M. Y., & Cao, Z. Y. (2018). A construction optimization and interaction method 
for flood disaster scenes based on MobileVR. Acta Geodaetica Et Cartographica Sinica, 47(8), 1123– 1132.

Hu, Y. A., Zhu, J., Li, W., Zhang, Y., Zhu, Q., Qi, H., … Zhang, P. (2018). Construction and optimization of three- dimensional 
disaster scenes within mobile virtual reality. ISPRS International Journal of Geo- Information, 7, 215. https://doi.
org/10.3390/ijgi7 060215

Huang, K. T., Ball, C., Francis, J., Ratan, R., Boumis, J., & Fordham, J. (2019). Augmented versus virtual reality in edu-
cation: An exploratory study examining science knowledge retention when using augmented reality/virtual real-
ity mobile applications. Cyberpsychology Behavior & Social Networking, 22(2), 105– 110. https://doi.org/10.1089/
cyber.2018.0150

Jacquinod, F., & Bonaccorsi, J. (2019). Studying social uses of 3D geovisualizations: Lessons learned from action- research 
projects in the field of flood mitigation planning. ISPRS International Journal of GeoInformation, 8, 84. https://doi.
org/10.3390/ijgi8 020084

Jeong, K., & Kim, J. (2016). Event- centered maze generation method for mobile virtual reality applications. Symmetry, 
8(11), 120. https://doi.org/10.3390/sym81 10120

Kim, M., Lee, J., Jeon, C., & Kim, J. (2017). A study on interaction of Gaze pointer- based user interface in mobile virtual 
reality environment. Symmetry, 9(9), 189. https://doi.org/10.3390/sym90 90189

Kim, S. K., Lee, C. H., Kim, S. J., Song, C. G., & Lee, J. (2020). Implementation of local area VR environment using mo-
bile HMD and multiple kinects. Intelligent Automation & Soft Computing, 22(1), 99– 105. https://doi.org/10.31209/ 
2019.10000 0131

Kim, Y. R., Choi, H., Chang, M., & Kim, G. J. (2020). Applying touchscreen based navigation techniques to mobile virtual 
reality with open clip- on lenses. Electronics, 9, 1448. https://doi.org/10.3390/elect ronic s9091448

Levin, E., Shults, R., Habibi, R., An, Z. M., & Roland, W. (2020). Geospatial virtual reality for cyberlearning in the field 
of topographic surveying: Moving towards a cost- effective mobile solution. ISPRS International Journal of Geo- 
Information, 9, 433. https://doi.org/10.3390/ijgi9 070433

Li, J. W., Li, X. W., Chen, C. C., Zheng, H. R., & Liu, N. Y. (2018). Three- dimensional dynamic simulation system for forest 
surface fire spreading prediction. International Journal of Pattern Recognition and Artificial Intelligence, 32(8), 1– 23. 
https://doi.org/10.1142/S0218 00141 850026X

Li, W. L., Zhu, J., Fu, L., Zhu, Q., Xie, Y. K., & Hu, Y. (2021). An augmented representation method of debris flow scenes 
to improve public perception. International Journal of Geographical Information Science, 35(8), 1521– 1544. https://doi.
org/10.1080/13658 816.2020.1833016

Li, W., Zhu, J., Zhang, Y., Cao, Y., Hu, Y. A., Fu, L., … Xu, B. (2019). A fusion visualization method for disaster infor-
mation based on self- explanatory symbols and photorealistic scene cooperation. ISPRS International Journal of Geo- 
Information, 8, 104. https://doi.org/10.3390/ijgi8 030104

Li, W. L., Zhu, J., Zhang, Y. H., Fu, L., Gong, Y. H., Hu, Y., & Cao, Y. G. (2020). An on demand construction method of 
disaster scenes for multilevel users. Natural Hazards, 101, 409– 428. https://doi.org/10.1007/s1106 9- 020- 03879 - z

Lin, J., Cao, L. J., & Li, N. (2020). How the completeness of spatial knowledge influences the evacuation behavior of 
passengers in metro stations: A VR- based experimental study. Automation in Construction, 113, 103136. https://doi.
org/10.1016/j.autcon.2020.103136

Liu, M., Zhu, J., Zhu, Q., Qi, H., Yin, L., Zhang, X., … Chen, L. (2017). Optimization of simulation and visualization analysis 
of dam- failure flood disaster for diverse computing systems. International Journal of Geographical Information Science, 
31(9), 1891– 1906. https://doi.org/10.1080/13658 816.2017.1334897

Lu, X. Z., Yang, Z. B., Xu, Z., & Xiong, C. (2020). Scenario simulation of indoor post- earthquake fire rescue based on build-
ing information model and virtual reality. Advances in Engineering Software, 143, 102792. https://doi.org/10.1016/j.
adven gsoft.2020.102792

Mossel, A., Schoenauer, C., Froeschl, M., Peer, A., Goellner, J., & Kaufmann, H. (2021). Immersive training of first re-
sponder squad leaders in untethered virtual reality. Virtual Reality, 25, 745– 759. https://doi.org/10.1007/s1005 5- 
020- 00487 - x

Noguera, J. M., Barranco, M. J., Segura, R. J., & Martínez, L. (2012). A mobile 3D- GIS hybrid recommender system for 
tourism. Information Sciences, 215, 37– 52. https://doi.org/10.1016/j.ins.2012.05.010

Park, K. B., & Lee, J. Y. (2019). New design and comparative analysis of smartwatch metaphor- based hand gestures for 
3D navigation in mobile virtual reality. Multimedia Tools and Applications, 78, 6211– 6231. https://doi.org/10.1007/
s1104 2- 018- 6403- 9

Patel, D. P., & Srivastava, P. K. (2013). Flood hazards mitigation analysis using remote sensing and GIS: Correspondence 
with town planning scheme. Water Resources Management, 27(7), 2353– 2368. https://doi.org/10.1007/s1126 
9- 013- 0291- 6

Powell, W., Powell, V., Brown, P., Cook, M., & Uddin, J. (2016). Getting around in Google Cardboard: Exploring naviga-
tion preferences with low- cost mobile VR. In Proceedings of the Second IEEE Workshop on Everyday Virtual Reality, 
Greenville, SC (pp. 5– 8). Piscataway, NJ: IEEE.

 14679671, 2022, 3, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/tgis.12914 by Southw

est Jiaotong U
niversity, W

iley O
nline L

ibrary on [12/05/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://doi.org/10.3390/ijgi7060215
https://doi.org/10.3390/ijgi7060215
https://doi.org/10.1089/cyber.2018.0150
https://doi.org/10.1089/cyber.2018.0150
https://doi.org/10.3390/ijgi8020084
https://doi.org/10.3390/ijgi8020084
https://doi.org/10.3390/sym8110120
https://doi.org/10.3390/sym9090189
https://doi.org/10.31209/2019.100000131
https://doi.org/10.31209/2019.100000131
https://doi.org/10.3390/electronics9091448
https://doi.org/10.3390/ijgi9070433
https://doi.org/10.1142/S021800141850026X
https://doi.org/10.1080/13658816.2020.1833016
https://doi.org/10.1080/13658816.2020.1833016
https://doi.org/10.3390/ijgi8030104
https://doi.org/10.1007/s11069-020-03879-z
https://doi.org/10.1016/j.autcon.2020.103136
https://doi.org/10.1016/j.autcon.2020.103136
https://doi.org/10.1080/13658816.2017.1334897
https://doi.org/10.1016/j.advengsoft.2020.102792
https://doi.org/10.1016/j.advengsoft.2020.102792
https://doi.org/10.1007/s10055-020-00487-x
https://doi.org/10.1007/s10055-020-00487-x
https://doi.org/10.1016/j.ins.2012.05.010
https://doi.org/10.1007/s11042-018-6403-9
https://doi.org/10.1007/s11042-018-6403-9
https://doi.org/10.1007/s11269-013-0291-6
https://doi.org/10.1007/s11269-013-0291-6


1298  |    ZHANG et Al.

Reality Labs. (2020). Oculus Quest 2. Retrieved from https://about.fb.com/news/2020/09/intro ducin g- oculu s- quest 
- 2- the- next- gener ation - of- all- in- one- vr/.

Redweik, P., Teves- Costa, P., Vilas- Boas, I., & Santos, T. (2017). 3D city models as a visual support tool for the analysis of 
buildings seismic vulnerability: The case of Lisbon. International Journal of Disaster Risk Science, 8, 308– 325. https://
doi.org/10.1007/s1375 3- 017- 0141- x

Shen, Z., Liu, J., Zheng, Y. H., & Cao, L. (2019). A low- cost mobile VR walkthrough system for displaying multimedia works 
based on Unity3D. In Proceedings of the 14th International Conference on Computer Science and Education, Toronto, 
Canada (pp. 415– 419). Piscataway, NJ: IEEE.

Shultz, J. M., & Galea, S. (2017). Mitigating the mental and physical health consequences of Hurricane Harvey. Journal of 
the American Medical Association, 318, 1437– 1438. https://doi.org/10.1001/jama.2017.14618

Skakun, S., Kussul, N., Shelestov, A., & Kussul, O. (2014). Flood hazard and flood risk assessment using a time series of 
satellite images: A case study in Namibia. Risk Analysis, 34(8), 1521– 1537. https://doi.org/10.1111/risa.12156

Tibaldi, A., Bonali, F. L., Vitello, F., Delage, E., Nomikou, P., Antoniou, V., … Whitworth, M. (2020). Real world– based 
immersive Virtual Reality for research, teaching and communication in volcanology. Bulletin of Volcanology, 82, 38. 
https://doi.org/10.1007/s0044 5- 020- 01376 - 6

Wallemacq, P. (2018). Economic losses, poverty and disasters: 1998– 2017. Brussels, Belgium: Centre for Research on the 
Epidemiology of Disasters.

Wang, C., Hou, J. M., Miller, D., Brown, I., & Jiang, Y. (2019). Flood risk management in sponge cities: The role of integrated 
simulation and 3D visualization. International Journal of Disaster Risk Reduction, 39, 1– 11. https://doi.org/10.1016/j.
ijdrr.2019.101139

Winkler, D., Zischg, J., & Rauch, W. (2018). Virtual reality in urban water management: Communicating urban flooding 
with particle- based CFD simulations. Water Science & Technology, 77, 518– 524. https://doi.org/10.2166/wst.2017.567

Wu, Y. X., Peng, F., Peng, Y., Kong, X. Y., Liang, H. M., & Li, Q. (2019). Dynamic 3D simulation of flood risk based on the 
integration of spatio- temporal GIS and hydrodynamic models. ISPRS International Journal of GeoInformation, 8, 520. 
https://doi.org/10.3390/ijgi8 110520

Yin, Y. P., Wang, W. P., Zhang, N., Yan, J. K., & Wei, Y. J. (2017). The June 2017 Maoxian landslide: Geological disaster in an 
earthquake area after the Wenchuan Ms 8.0 earthquake. Science China Technological Sciences, 60, 1762– 1766. https://
doi.org/10.1007/s1143 1- 017- 9148- 2

Zhang, Y., Zhu, J., Li, W., Zhu, Q., Hu, Y. A., Fu, L., … Yin, L. (2019). Adaptive construction of the virtual debris flow disaster 
environments driven by multilevel visualization task. ISPRS International Journal of Geo- Information, 8, 209. https://
doi.org/10.3390/ijgi8 050209

Zhang, Y., Zhu, J., Zhu, Q., Xie, Y., Li, W., Fu, L., … Tan, J. (2020). The construction of personalized virtual landslide disaster 
environments based on knowledge graphs and deep neural networks. International Journal of Digital Earth, 13(12), 
1637– 1655. https://doi.org/10.1080/17538 947.2020.1773950

Zhi, G. Z., Liao, Z. L., Tian, W. C., Wang, X., & Chen, J. X. (2019). A 3D dynamic visualization method coupled with an urban 
drainage model. Journal of Hydrology, 577, 1– 14. https://doi.org/10.1016/j.jhydr ol.2019.123988

Zhu, J., Yin, L. Z., Wang, J. H., Zhang, H., Hu, Y., & Liu, Z. J. (2015). Dam- break flood routing simulation and scale effect 
analysis based on virtual geographic environment. IEEE Journal of Selected Topics in Applied Earth Observations and 
Remote Sensing, 8(1), 105– 113. https://doi.org/10.1109/JSTARS.2014.2340399

How to cite this article: Zhang, H., Hu, Y., Zhu, J., Fu, L., Xu, B., & Li, W. (2022). A gaze- based interaction 
method for large- scale and large- space disaster scenes within mobile virtual reality. Transactions in GIS, 26, 
1280– 1298. https://doi.org/10.1111/tgis.12914

 14679671, 2022, 3, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/tgis.12914 by Southw

est Jiaotong U
niversity, W

iley O
nline L

ibrary on [12/05/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://about.fb.com/news/2020/09/introducing-oculus-quest-2-the-next-generation-of-all-in-one-vr/.
https://about.fb.com/news/2020/09/introducing-oculus-quest-2-the-next-generation-of-all-in-one-vr/.
https://doi.org/10.1007/s13753-017-0141-x
https://doi.org/10.1007/s13753-017-0141-x
https://doi.org/10.1001/jama.2017.14618
https://doi.org/10.1111/risa.12156
https://doi.org/10.1007/s00445-020-01376-6
https://doi.org/10.1016/j.ijdrr.2019.101139
https://doi.org/10.1016/j.ijdrr.2019.101139
https://doi.org/10.2166/wst.2017.567
https://doi.org/10.3390/ijgi8110520
https://doi.org/10.1007/s11431-017-9148-2
https://doi.org/10.1007/s11431-017-9148-2
https://doi.org/10.3390/ijgi8050209
https://doi.org/10.3390/ijgi8050209
https://doi.org/10.1080/17538947.2020.1773950
https://doi.org/10.1016/j.jhydrol.2019.123988
https://doi.org/10.1109/JSTARS.2014.2340399
https://doi.org/10.1111/tgis.12914

	A gaze-based interaction method for large-scale and large-space disaster scenes within mobile virtual reality
	Abstract
	1|INTRODUCTION
	2|METHODOLOGY
	2.1|Overall framework
	2.2|Dynamic UI generation method for disaster scene interaction
	2.2.1|Specifying the UI position in the camera coordinate system
	2.2.2|Converting the camera coordinates to world coordinates to create UI objects
	2.2.3|Judging the UI that a user is gazing at

	2.3|Gaze-based interaction with disaster scenes within mobile virtual reality
	2.3.1|Gaze-based disaster scene exploration method
	2.3.2|Gaze-based disaster information query method


	3|IMPLEMENTATION OF THE PROTOTYPE SYSTEM AND SCENE INTERACTION ANALYSIS
	3.1|Implementation of the prototype system
	3.2|Scene interaction
	3.2.1|Scene roaming exploration
	3.2.2|Flood routing simulation control
	3.2.3|Interactive query of flood disaster information

	3.3|User experience analysis

	4|CONCLUSIONS AND FUTURE WORK
	REFERENCES


